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Abstract  

This dissertation describes a set of methods used to track , assess and predict  the reliability of CubeSats 

through system level testing and reliability growth m odelling. In the last decade, CubeSats have matured  

from educational tools into accepted scientific and commercial assets, with more than 700 of those 

standardized satellites launched so far . A recent report by the National Academy of Sciences discussed 

that CubeSats have shown many characteristics of disr uptive innovations, like personal computers or 

cellular phones in the past. However, their current high rates of dead on arrival (DOA) and infant mortality 

jeopardize this evolution and frequently the underlying cause of this is limited system-level testing done by 

many developers. 

After a definition of the reliability terms and models used, common failures of unmanned past and present 

spacecraft are described. Although most reliability prediction models use the assumption of random 

hardware faults, these failure data show that systematic errors , such as failures in design and 

manufacturing, are the most prevalent source of satellite failure. Also, the increa sing utilization of software 

and the increase in complexity of that software results in more failures  in recent missions. The ongoing 

miniaturization of spacecraft and the professionalization of terrestrial electronics induced the increased use 

of commercial off -the-shelf (COTS) components for space missions. The qualification of these parts for 

automotive or industrial purposes make them in many cases also sufficient for space usage, except for  

vacuum and radiation. 

Analyses of current parametric reliability models exposed inconsistencies in  the time-dependent behavior 

of infant mortality and wear -out modelled. New parametric models implemented suggest that the pooled 

group of satellites of different sizes experiences no distinct wear-out, as their failure rate function has the 

shape of a right-open bathtub -curve. Splitting the group up into different mass -classes reveals that wear-

out is more prevalent in larger satellites, and that the reliability of smaller satellites is dominated by DOA 

and failures throughout their lifetime. No significant difference can be observed between the reliability of 

the different sizes of satellites within the observation window.  For CubeSats, the on-orbit reliability data 

were collected from various sources and used to build the so -called CubeSat Failure Database (CFDB). The 

extraction of the time -dependent failure behavior of this class of satellites proves that DOA and infant 

mortality are the most prevalent contributors for CubeSat failure.  

To prevent future CubeSat missions from experiencing early failure, a reliability assessment method to 

identify, track, and subsequent ly solve possible DOA and infant mortality causes was verified on the 

CubeSat MOVE-II of the Technical University of Munich.  The method is based on an adapted reliability 

growth model and an online, semi -automated Failure Reporting and Corrective Action Sy stem (FRACAS). 

Out of several growth models tested with the failure data of the satellite, the basic exponential and the 

delayed exponential growth models show the most promising results. Using the growth models, the 

remaining failures in the system, the space segment, and the remaining critical failures , as well as the on-

orbit reliability are estimated. Besides this, methods implemented to maximize  the number of beta testers 

interacting with the satellite in a Test Like You Fly  (TLYF) configuration , and approaches how to shift risk 

upfront were developed . Finally, for future missions, a reliability prediction method to efficiently trade -off 

design options in early phases is shown.  
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Zusammenfassung  

Diese Dissertation beschreibt verschiedene Methoden für die Nachverfolgung, Bewertung und Voraussage 

der Zuverlässigkeit von CubeSats. Diese Methoden umfassen Tests auf Systemebene und Modellierung 

des Zuverlässigkeitswachstum s über der Zeit. Innerhalb des letzten Jahrzehnts entwickelten sich CubeSats 

von Ausbildungssatelliten hin zu akzeptierten Plattformen für wissenschaftliche und kommerzielle 

Anwendungen, und über 700 dieser Satelliten wurden bereits bis zum heutigen Tag gestartet. In einem 

Bericht der US-amerikanischen National Academy of Sciences wurde CubeSats mehrere Eigenheiten einer 

disruptiven Innovation, ähnlich zu Computern und Mobiltelefonen in der Vergangenheit, zugesprochen. Die 

derzeitig hohen Raten an frühen Ausfällen und an Verlusten ohne Kontakt zum Satelliten, in vielen Fällen 

begründbar durch mangelnde Tests auf Systemebene, gefährden jedoch diese Entwicklung.  

Nach einer anfänglichen Definition der verwendeten Zuverlässigkeitsbegriffe und -modelle werden zunächst 

Fehler und Fehlerursachen auf Satellitenmissionen erläutert. Beinahe alle derzeitigen Modelle zur 

Vorhersage von Zuverlässigkeit stützen sich auf die Annahme von zufälligen Bauteilfehlern als 

Hauptursache des Versagens. Daten aus vergangenen Missionen und Tests am Boden zeigen jedoch, dass 

systematische Fehler, beispielsweise in der Konstruktion oder in der Fertigung des Satelliten, die häufigsten 

Gründe von Versagen sind. Auch spielt für die Zuverlässigkeit von Satelliten die vermehrte und intensivere 

Nutzung von Software , und die gesteigerte Komplex ität derselben, eine immer größere Rolle. Die 

Miniaturisierung unbemannter  Raumfahrzeuge und die Professionalisierung terrestrischer Elektronik führen 

zu einer immer vermehrten Nutzung kommerzieller Komponenten in der Raumfahrt. Die Qualifikation eines 

Großteils dieser Bauteile für den Automobilbereich oder  für breite Industrieanwendungen  ermöglicht hierbei 

die oft direkte Nutzung unter Weltraumbedingungen , hochenergetische Strahlung und Vakuum 

ausgenommen. 

Derzeitige parametrische Zuverlässigkeitsmodelle zeigen bei genauerer Analyse Inkonsistenzen bezüglich 

früher Ausfälle und Abnutzung. Die für diese Arbeit neu entstandenen, parametrischen Modelle deuten 

darauf hin, dass die gemeinsame Gruppe von Satelliten verschiedenster Größe keine Anzeichen von 

Abnutzung in späten Missionsphase zeigt, also die Badewannenkurve nach rechts offen ist. Gleichzeitig 

werden durch die Aufteilung von Satelliten in verschiedene Massenkategorien Abnutzung als eine 

Fehlerkategorie in großen Satelliten und eine erhöhte Chance auf Verlust des Satelliten ohne Kontakt für 

kleinere Satelliten nachgewiesen. Insgesamt existieren innerhalb des gewählten Beobachtungszeitraums 

keine signifikanten Zuverlässigkeitsunterschiede zwischen den verschiedenen Massenkategorien. 

CubeSats stellen hiervon eine Ausnahme dar, und um ihre Zuverlässigkeit beurteilen zu können ist die 

Sammlung von Fehler und Fehlerursachen vergangener CubeSat-Missionen nötig. Die sogenannte 

CubeSat Fehlerdatenbank (CFDB) wird mit diesen Daten gespeist und dieser Arbeit vorgestellt. Aus der 

CFDB wird die zeitabhängige Zuverlässigkeit von CubeSats ermittelt . Diese Daten zeigen, dass Frühausfälle 

sowie Verlust des Satelliten ohne Kontakt  die dominantesten Fehlerarten darstellen. 

Um Frühausfälle künftiger CubeSat-Missionen zu vermeiden wird eine Zuverlässigkeitsbewertungsmethode 

zur Identifikation, Nachverfolgung und Lösung von Frühfehlern präsentiert und die Ergebnisse der 

Verifikation dieser Methode am MOVE-II CubeSat der Technischen Universität berichtet. Die Methode 

basiert auf einem Zuverlässigkeitswachstumsmodell und einem halbautomatisierten, online verfügbaren 
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System zur Fehlermeldung und Fehlerkorrekturnachverfolgung. Mehrere Zuverlässigkeitswachstums -

modellen werden mit Testdaten des Satelliten gespeist. Das Basis -Exponentialmodell und das Exponential -

modell mit variablem Startdatum zeigen hierbei die robustesten Ergebnisse. Die Verwendung dieser 

Zuverlässigkeitswachstumsmodelle erlaubt die Prognose der Anzahl an verbleibenden Fehlern im 

Gesamtsystem, im Raumsegment sowie d ie Vorhersage verbleibender kritische Fehler. Auch eine 

Abschätzung der Zuverlässigkeit kann anhand der gesammelten Testdaten erfolgen. Neben diesem Ansatz 

vdqcd `tbg Ldsgncdm ytq L`whlhdqtmf cdq @my`gk `m R`sdkkhsdmsdrsdqm tmc ytq Tlrdsytmf cdr ¢Sdrsd vhd 

ct ekhdfrs® Oqhmyhor 'dmfk-Test Like You Fly) sowie Ansätze zur Risikoverschiebung in frühe Projektphasen 

gezeigt. Eine Zuverlässigkeitsvorhersagemethode zur effizienten Abwägung verschiedener Konstruktions -

varianten künftiger CubeSat-Missionen bildet den Abschluss der Arbeit.  
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2SMARD Redundant Shape Memory Alloy 
Hold-Down & Release Mechanism 

 
COTS Commercial Off-the-Shelf 

ADCS Attitude Determination and Control 
System 

 
CW Continuous Wave  

ADM Antenna Deployment Mechanism  
 

DMSP Defense Meteorological Satellite 
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AFRL US Air Force Research Laboratory 
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FPGA Field Programmable Gate Array 
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FRACAS Failure Reporting, Analysis and 

Corrective Action Systems  
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Symbols  

 

Ŭ Mixing weight  

 
b Constant error detection rate per 

undetected error  

Ŭf Failure mode ratio 
 

Cm Criticality number for one failure 

mode 

ɓ Shape parameter  
 

d Not constant error detection rate per 

undetected error  

ɓcp Conditional probability for loss of  

function or mission  

 
Ea Activation energy 

ɓg Reliability growth parameter  
 

f Failure probability density  

ɔ Location parameter  
 

F Probability of failure  

ɔ0 Pre-exponential factor for Arrhenius 

model 

 
H Number of estimated errors  

ɗ Scale parameter  
 

k Number of different part categories  

µ Mean  
 

K Quantity of generic parts  

ɚ Failure rate  
 

m Mass 

’Ӷ Number of non-repairable items still 

working 

 
n Number of independent items  

 ́ Modification factor for part stress 

methods 

 
pNZ Ratio of non-zero failure items  

ů Variance  R Reliability 

a Initial error content  
 

Rr Temperature dependent reaction 

rate 

aaf Acceleration factor  
 

R² Goodness-of-fit  

A Temperature factor for Arrhenius 

model 

 
t Time 

c Inflection parameter  
 

T Temperature 
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1 Thesis Scope  

®Gd Vgn B`m G`mckd sgd Pthbjdrs Q`sd ne Bg`mfd Rtquhudr.  ̄

± John Richard Boyd:  New Conception for Air -To-Air Combat 

 ®Vd sdmc sn nudqdrshl`sd sgd deedbs ne ` sdbgmnknfx hm sgd rgnqs qtm `mc tmcdqdrshl`sd

the effect hm sgd knmf qtm-¯ 

± Roy Amara 

1.1 Statement of Work  

Tghr sgdrhr nqhfhm`sdc hm sgd `tsgnq­r qnkd `r oqnidbs l`m`fdq enq LNUD-II, the Munich Orbit Verification 

Experiment II, which is the second CubeSat of the Institute of Astronautics (LRT) of the Technical Un iversity 

of Munich (TUM). As many other CubeSats worldwide, MOVE-II is primarily an educational project ± 

designed, built, and (to be) operated mainly by students. The 10 x 10 x 13 cm1, 1.2-kilogram satellite will 

be launched into space in October 2018, and the main mission should last 6 months. To ensure successful 

operations and prevent the mission from dead on arrival (DOA) or early failure, several methods to shift risk 

upfront were applied during the development , and the reliability of the satellite was assessed during system 

level testing. Thus, the main scope of this work is to describe the applied methods and the assessment and 

present lesson learned of that process. It is the hope of the author that these methods and the developed 

assessment approaches can also help other CubeSat developers, not just at universities , and will lead to a 

reduction of DOA and infant mortality cases  of CubeSats. 

1.2 Motivation  

The idea behind CubeSats goes back to 1999, when Bob Twiggs of Stanford University and Jordi Puig -

Suari of California Polytechnic  University invented this standardized miniature satellite  class, primarily for 

educational purposes [1]. Over the past 19 years, CubeSats evolved from educational tools to accepted 

platforms for scientific and commercial applications. In the current decade, this trend has accelerated, and , 

according to a 2016 report from the Space Stu dies Board of the US National Academies of Sciences  (NAS), 

over 80% of all science focused CubeSats were launched between 2010 and 2016. Also, more than 80% 

of peer-reviewed papers on science on CubeSats originated from post 2010 [2]. The increasing involvement 

                                                      
1 For CubeSats, this envelope is standardized and called 1 Unit (1U). 
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of private companies in spaceflight, broadly summarized as NewSpace  [3], further boosted  the number of 

launched and planned CubeSats  and small satellites 2. According to Euroconsult [4], 60% of the 220 

satellites launched in 2016 were below 500 kilograms, and among these, 50% were CubeSats3. Recently, 

the US National Oceanic and Atmospheric Administration (NOAA) investigated the usage of weather data 

provided by CubeSats [6], which could cut cost s for weather forecasting by 95 % [7]. Planet, a private US 

company, has launched more than 250 CubeSats for optical imagery so far [8] and in May 2018 the Jet 

Propulsion Laboratory (JPL) successfully launched  two CubeSats, called Mars Cube One (MarCO), on a 

piggyback  mission to Mars to establish a real-time Mars relay to the InSight lander during Mars reentry [9]. 

These examples show us the broad applications and acceptance of CubeSats, but they also tell us 

something about the future role of CubeSats and small satellites. Space business itself is growing, 

potentially reaching a market value of up to US$30.1 billion in the next decade (from US$8.9 billion in the 

previous decade) [4], and in many applications, CubeSats can be seen as an addition and not as a 

replacement to most of the traditional, big missions. Or , as NOAA puts it, ®Small satellites are another tool 

in the tool chest that we might consider using to meet our operational requirements¯4.  

The miniaturization and increased utilization of commercial off -the-shelf (COTS) parts led to growth trend, 

more or less equivalent to Lnnqd­r K`v+of ground sampling distance (GSD), data rate, and data volume of 

small satellites between 1990 and 2010 [10]. However, there are also problems arising in the small satellite 

and CubeSat domain. In 2013, Swartwout  [11] reported on-orbit failure rates of more than 50% among 

university-led CubeSat missions. In his study 112 CubeSats, launched until the end of 2012 were analyzed 

and 19 of them suffered from launch failures,  and out of  93 successfully placed on -orbit, 48 failed. Many of 

the 48 failures were either DOA or failing early into their missions. His study was one of the starting points 

of this thesis.  

The limited lifetime of CubeSats , due to an accepted higher risk and the approach that usage of commercial 

off-the-shelf electronics ®`r-hr¯, is acceptable, and , as we will see later, somehow even desirable due to 

accelerating innovation cycles. The current rates of DOA and early failures described by Swartwout , 

however, are not acceptable, especially for commercial and scientific missions  and at their current rate not 

even for university missions, in which usually some mission operations with the satellites must be achieved 

to obtain some of  the mission goals. Moreover, a study by the author of this thesis on CubeSat reliability  

[12] showed a mismatch between self -perception and perception of other university -built CubeSats. A 

group of 88 CubeSat dev elopers estimated the likelihood of failure for their own CubeSat in the projected 

lifetime to be slightly above 16%  on average. Asked about the likelihood of failure for a general university-

built CubeSat within the first 6 months , the same group estimated the chance to be slightly below 50%  on 

average. That is a difference of 34% between self -perception and perception of other developers. These 

results and the study will be covered more extensively in Section 4.2. 

Traditional methods for assuring reliable space systems are not possible when dealing with limited 

resources, and often limited experience, in university teams. Reliability, in traditional missions, is achieved 

by the reliance on high-reliability, space-proven parts, redundancy , a strict test program , and corrective 

actions from ground as soon as the spacecraft is launched [13]. The limited envelope of CubeSats and 

limited resources/ time prevent many university teams from applying those traditional methods. Thus, as 

CubeSats are placed at one extreme of satellite design, production , and testing, university-built CubeSats 

will be at the center of attention in this thesis. Interestingly, CubeSats can be also seen as a reincarnation 

of the Faster-Better-Cheaper program [14] of the National Aeronautics and Space Administration (NASA), 

                                                      
2 In general, small satellites are broadly defined as satellites below 500 kg. We will discuss this in Section 2.3. 
3 According to Swartwout [5], 77 CubeSats were launched in 2016. 
4D. Werner, NOAA sees great promise and challenges in using data from small satellite constellations - SpaceNews.com.   
[Online] Available: http://spacenews.com/noaa-smallsat/. Accessed on: Jan. 09, 2018. 
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which was conducted between 1992 and 2000. Many lessons learned regarding limited reliability during 

this program can also be applied to CubeSats, as discussed further in Section 2.3. 

Statistically, the space industry always had the dilemma of a l imited, often single digit number of satellites 

being produced, making conventional statistical analysis, as do ne in terrestrial applications, not possible. 

The precision and statistical significance of data was always restricted by the small sample size from 

similarly produced satellites [15]. NewSpace, and the arising economical aspects of spaceflight , will lead to 

new questions in terms of production and satellite reliability itself , and planned higher production numbers 

might change established ap proaches in the future . Historically, economic loss was a consequence of the 

lack of reliability of satellites [13]. In NewSpace, there is also a close relationship between economic loss 

and innovation cycles, in which loss can also have its origin from a too late adaption of  new technology. 

Traditionally, satellites were almost always highly customized, hand -made products. In NewSpace,  so-

called mega-constellations such as OneWeb try to produce and use satellites in a four-digit scale while 

trying to cut satellite production costs by 90 $ udqrtr snc`x­r bnrsr[16]. Furthermore, NewSpace also 

comes with the promise to bring down launch costs for small satellites ± either by reusable rockets, or by 

dedicated small satellite launcher. 

CubeSats could be significant idea generators for this cost  cutting efforts in satellite production and 

operations by using COTS state-of-the-art electronic parts and exploring new methods of automated 

production, testing and mission  operations. Thereby, the reliability increase of automotive and industrial 

COTS parts over the last decades is one main pillar of the success story of miniaturized spacecraft. 

According to t he aforementioned NAS report , CubeSats have shown many characteristics of disruptive 

innovations, similar to personal computers or cellular phones [2]. CubeSats can be utilized to bridge the so-

b`kkdc Sdbgmnknfhb`k Qd`chmdrr Kdudk 'SQK( ®U`kkdx ne Cd`sg¯. This valley, caused by the significant 

resources needed to bring technology from TRL 6 to TRL 7 5, is one reason for the heavy reliance on heritage 

technology in traditional space missions. Furthermore , advancing non-validated technology to a flight -ready 

state is a primary cause for bud get overruns and time delays in many NASA and Department of Defense 

(DoD) missions. A US Government Accountability Office (GAO) report shows the significant cost growth 

(near 35%) which 52 programs experienced on average using immature technology . Bridging this valley is 

possible by using CubeSats, as shown by  the MCubed-2 mission, which flew a new radiation-hardened-

by-design Field Programmable Gate Array (FPGA) for the first time  in 2013 [17], [18]. 

Thus, the evolution of CubeSats into a disruptive innovation and the advent of NewSpace are additional  

underlying motivation  factors for this thesis. The high rate of early failure and DOA in university-built 

CubeSats must be overcome, if CubeSats shall become professional assets of the NewSpace era. Yet , the 

limited resources and required fast delivery of those small satellites limit the  application of  traditional 

methods in educational university satel lite projects . Designing and testing spacecraft usually involves 

difficult  judgement calls [19], and those calls are harder to make wit h the limited envelope and resources of 

a CubeSat mission. Additionally, many  of the university teams lack the necessary experience to make those 

calls on a sound basis and currently, there is no agreed standard on CubeSat mission assurance [20]. 

CubeSats often do not have the possibility to switch to redundant systems, and o ften cannot perform their 

mission in a degraded state, which is different from traditional satellites [21]. Finally, many of the failed 

CubeSat missions not only led to unfulfilled scientific, tech -demo or commercial goals, but also produced 

a not negligible amount of space debris  ± a topic discussed in more detail in Chapter 5. 

                                                      
5 According to NASA, TRL 6 means a system/subsystem model or prototype demonstration in a relevant environment 
(ground or space), while TRL 7 describes a system prototype demonstration in space environment [17]. 
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1.3 Working Hypothes es and Problem Statement  

The motivation presented in the last section leads us to three consecutive hypotheses for this work. First, 

the data of past satellite missions have to be analyzed regarding their different time-dependent failure 

behavior. Hence, the first working hypothesis is: 

Having analyzed and extracted the time -dependent failure behavior, the next step is to study the differences 

between CubeSats and traditional commercial satellites. Thus, the second  working hypothesis is: 

Overall, the goal of this thesis is to reduce the chance of infant mortality and DOA for future university -built 

CubeSat missions. Hence, the third working hypothesis is: 

There is abundant statistical data on satellite missions since the beginning of spaceflight. These data show 

that, once a satellite is deployed and successfully tested out in space, it will have a chance of over 90% to 

achieve its projected lifetime [19]. Research carried out by Saleh and Castet [22] on 1,584 spacecraft, 

launched between January 1990 and October 2008, is one of the richest sources of time -dependent failure 

behavior of traditi onal satellites. We will analyze their data in Subsection 2.1.3, and come back to it in  

Section 4.1, in which we try to evaluate the first  working hypothesis.  

Although a lot of eff ort is put into the reliability of parts used for traditional missions, data from past missions 

also show that most spacecraft fail due to common cause, or systematic cause, relating to design and 

engineering errors rather than random hardware faults. Analysis by the Aerospace Company shows that 

73% of all failures are due to systematic faults relating to design errors [23]. This has serious implications 

on the methods how we predict spacecraft reliability and on the fault management systems that should 

ensure it, since traditionally, reliability prediction methods  such as the MIL-HDBK-217F [24, 25] strongly 

rely on random part failure and the absence of failures  in design and workmanship, and so do  most fault 

management systems. Of course, the absence of part failures in most missions could also mean that the 

effort spent on part assurance is mitigating mos t part-related errors and more efforts should  be put in place 

to ensure the same for systematic failures.  

The miniaturization of satellites and the increased utiliz ation of COTS parts lead to other open questions.  

Automotive electronics, heavily used in Cu beSats and small satellites, nowadays undergo a rigorous 

screening process and are typically tested for harsh environments, similar or more extreme than the 

environment in low earth orbit (LEO)6 [26]. Additionally, other than space rated parts, automotive and 

industrial parts  are produced in statistically relevant quantities for reliabil ity estimation and nowadays often 

have similar failure rates as space parts. With the miniaturization of satellites, the number of parts 

decreases. The lower amount of parts decreases the complexity and should thereby decrease the failure 

rate. Fleeter [27] used a simple exponential model for that assumption, stating that smaller satellites could  

 

                                                      
6 Except for vacuum and high energy radiation ï we will address both topics in Subsection 2.3.1. 

The time-dependent failure behavior of satellites, namely dead on arrival, infant mortality, random 

failure and wear-out, can be individually extracted from todayôs in-flight reliability data. 

The failure behavior is substantially different between commercial satellites and CubeSats, and 

can be quantified. 

A test strategy for CubeSats can be developed to identify and solve possible DOA and infant 

mortality causes and thus significantly and efficiently increase their reliability. 
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use less reliable parts (quantified by reliability R0) and achieve the same reliability R as larger, more 

complicate d satellites due to their reduced number of overall parts n: 

Ὑ Ὑ  (1) 

According to Flee ter a less complex spacecraft should also reduce the human error rate in design and 

manufacturing [27]. Sarsfield [28] noted that the spaceflight community is divided by the question if either 

a single string, simple or a larger, more redundant spacecraft will be more reliable. He reported that overall, 

the combination  of high reliability COTS parts with simpler and smaller spacecraft leads to reduced 

electrical loads and launch loads. Th us, the smaller loads should increase the reliability of small satellites. 

Data about the success and failure rate of CubeSats [11], already mentioned in the last section, currently 

clearly show that the opposite  is the case for CubeSats. Although Swartwout analyzed the success and 

failure rates, and rightly presented the problem of infant mortality and DOA, no time-dependent failure 

behavior of CubeSats is provided by his work.  

Therefore, the time dependent failure -behavior of CubeSats must be identified along wi th the underlying 

reasons causing this behavior. In traditional missions, established satellite producers can rely on an 

abundance of lessons learned for their projects [29]. University-based CubeSat developers, as the  

MOVE-II team, lack this resource as well as general experience. Therefore, they need methods to assess 

the reliability of their satellite while testing it to make sound project management decisions . These decisions 

also include which system level tests are to be preferred over others, considering the limited resources  in 

such projects .  

The effort of NASA in the 1990s to  build faster, better and cheaper spacecraft was already mentioned. 

Nowadays jokes about the program such as ®E`rsdq-Better-Cheaper ± pick any two  ̄ exist. Besides 

technical and management challenges, also a cultural challenge is currently occurring  in spaceflight. The 

®e`hktqd hr mns `m noshnm¯ adkhde ne @onkkn hr rshkk qdhmenqbdc hm l`ny spaceflight programs. A cheap product  

for space use is generally expected to fail , a prejudice that can also be observed for terrestrial products, 

and an expensive product is expected to last  longer [30]. Similarly, some traditional satelli te developers 

consider CubeSats as ®ro`bd cdaqhr vhsg `msdmm`r¯- Hf we do not reduce the high infant mortality and DOA 

rate in the future, while continuing  being a disruptive technology,  we are going to prove them right.  

1.4 Approach  

To reduce the infant morta lity and DOA rates of CubeSats, a broader range of topics has to be explored 

and then narrowed down subsequently. The most promising approaches were evaluated on the MOVE -II 

CubeSat, `krn vhsg sgd fn`k sn qdctbd sgd r`sdkkhsdr­ nvm bg`mbd enq d`qkx e`hktqd. As presented earlier, 

university-built CubeSats have to deal with some unique characteristics of the educational environment  

during development and often lack resources and experience of the involved persons. Nevertheless, some 

approaches and conclusions  might also be useful for larger satellites.  

Chapter 2 will introduce fundamentals on reliability engineering and explain which root causes exist for 

failures of spacecraft. To this end, it is also important to look at historical failure rates and time -dependent 

failure behavior of satellites, and we will try to observe patterns in these data. Fundamentals on reliability 

prediction, reliability assessment and reliability ass urance will also be covered in Chapter 2, since it is 

important t o understand the differences between them and the range of applications of all three. Examples 

from past space missions will support that chapter. In the last section of C hapter 2 we will focus on the 

ongoing miniaturization of spacecraft and the strongly related increased use of COTS parts in those small 

missions. Both have implications on the reliability and risk of those spacecraft, and a r eview of historical 

data will show the current gaps within that field.  
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These identified knowledge gaps are then presented in Chapter 3. As aforementioned, CubeSats are 

currently suffering from a n excessive rate of DOA and infant mortality cases, and many of those cases can 

be attributed to poor system level testing. To reduce this rate, the biggest gap to be closed by this work is 

to improve the development and reliability assessment process of CubeS ats. Time-dependent failure 

behavior of past CubeSat missions had to be collected for that purpose, and parametric fitting of larger 

missions had to be studied. Minor gaps exist in the lack of Failure Reporting and Corrective Action Systems 

(FRACAS) for CubeSats and in reliability prediction methods used for most current CubeSat missions.  

We will then tackle the problem from large t o small and begin with the analysis and extraction of the time -

cdodmcdms e`hktqd adg`uhnq ne r`sdkkhsdr eqnl snc`x­r hm-flight reliability d ata. The major source of data for 

this analysis will be a group of 1,584 satellites studied by Saleh & Castet [22] and other authors. Having 

learned about the behavior of larger satellites, we will continue our research with an analysis of past 

CubeSat missions, and present our CubeSat Failure Database (CFDB) that was built for that purpose. 

Parametric and nonparametric descriptions of the on -orbit reliability of the studied group of 178 CubeSats 

will help to determine the current patterns of CubeSat failure. To increase our chance of identifying, track ing, 

and resolving bugs, FRACAS and methods to improve the Test like You Fly (TLYF) approach were studied 

and applied on MOVE-II. This was combined with selected reliability assessment methods to estimate how 

many potential failures were left in the system at a specific point in time. Looking at future applications, 

reliability prediction methods suitable for design -tradeoffs in CubeSat missions are finally presented.  

In the discussion, the applicability to other (also larger) missions but also the need for  more data is specified. 

After concluding the work, several open topics for future research are presented as this work is seen only 

as a first step to reduce the infant mortality and DOA rates of future CubeSat missions.   
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2 Reliability of Satellites  

®Tempus dc`w qdqtl¯ ± ®Shld+ sgd cduntqdq ne `kk sghmfr¯ 

± Ovid 

 ®The major difference between a thing that might go wrong and a thing that cannot 

possibly go wrong is that when a thing that cannot possibly go wrong goes wrong it 

usually turns out to be impossible  sn fds `s nq qdo`hq-¯ 

± Cntfk`r @c`lr9 Sgd Ghsbgghjdq­r Fthcd sn sgd F`k`wx 

In this chapter we will start with basic definitions used in reliability engineering and classifications of 

spacecraft failures. We will then look back in time and analyze the his torical failure rates of unmanned space 

missions and try to find patterns in the collected data. A section on the fundamentals of reliability prediction, 

reliability assessment, and reliability assurance is followed by background on CubeSats and the ongoin g 

miniaturization of spacecraft, focusing also on risks of CubeSat projects and the reliability of CubeSats.   

2.1 Reliability of Satellites  

Reliability and spaceflight are tightly connected since the beginning of the space age. As presented in the 

first chapte r, spacecraft often present a unique set of properties, being in a very small, single digit sample 

size, or, in many of the cases, a one-of-a-kind single unit. Spacecraft are designed to work in a hostile 

environment that cannot be fully recreated here on earth for testing purposes . Thus, they can also be seen 

as one-shot items. Testing is usually done on the spacecraft itself, the so-called flight model (FM), or, where 

time and resources allow,  on an engineering and/or qualification model  (EM or EQM) beforehand. On the 

FM, failures and malfunctions are corrected during testing, if possible, and the spacecraft is launched 

afterwards. Conventional statistics , dealing with large sample sizes and assigning probabilities of success 

and failure to certain items, are thus not feasible for satellites [31], [32]. The satellite industry, by the time of 

sghr sgdrhr+ k`bjr ®r`sdkkhsd l`rr oqnctbshnm¯+in which four or five digit numbers of identical satellites are 

produced for the same operational environment ± and their life data subsequently statistically analyzed [15]. 

This situation could change in the future with the advent of mega -constellations.  Generally, new products 

appear on the market in a never-seen before pace in our modern society. Reliability of modern terrestrial 

applications is mandatory, and manufacturer s have to decide on certain trade-offs between cost and 

product reliability to satisfy customers. As the complexity increases, product life cycles are getting shorter 

with each generation. Although achieving reliability in these short cycles is costly and difficult, putting an 

unreliable product on the market can have far worse consequences for a manufacturer in our globalized 

and connected world  [33]. Ultimately, all products will degrade and fail someday. In terrestrial applications, 

failures and degradation can be prevented by maintenance or replacement. In space, this can be done only 

on a limited scale. Although the Space -Shuttle maintenance missions to the Hubble Space Telescope and 
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the replacement of satellites of the Global Positioning System (GPS) with on-orbit spares are examples for 

that, both are currently not very common ways  to deal with reliability issues in spaceflight. Again, this could 

change in the future with mega -constellations 7 and planned robotic on -orbit servicing missions.  

Similar to terrestrial applications, customers expect a certain r eliability of their spacecraft. There is also a 

broad spectrum of possible options for customers, ra nging from short -term CubeSat missions (lifetime of 

months to years) to geostationary platforms ( lifetime of 15-20 years). Other than in terrestrial applications, 

traditional spacecraft production prioritizes reliability over cost and schedule in many case s, and in some 

ne sgdl sgd ®e`hktqd hr mns `m noshnm¯ `ooqn`bg kdc sn dwsqdld qdrntqbd nudqqtm `mc cdk`xr-In the view of 

sgd `tsgnq+ ®eailure is not an option  ̄ is the right way for manned missions  and projects with demanding 

scientific goals , but it canno t be the only choice for unmanned spaceflight. We will revisit this thought when 

dealing with the Faster-Better-Cheaper approach in Section 2.3.  

There are many reasons besides cost and schedule overrun why sate llite manufacturers will not prefer to 

go for the longest possible lifetime. Although there is research done on the feasibility of 100 -year lifespan 

space missions [35], obsolescence of the launched technology, unan ticipated failure modes in the hostile 

space environment, and higher satellite production and launch cost s are reasons to not go for the longest 

possible lifetime. Higher satellite production and launch costs are caused by the additional redundancy, 

fuel, batteries and solar cells needed for longer lifetime. Also, in some cases, a higher mass on the bus-

side of the satellite leads to a reduced mass on  the payload-side [19]. Obsolescence in spaceflight is 

thereby not only a relevant topic in case the technology launched will be obsolete at some point in the 

future. It is also important to consider  obsolescence in terms of the parts used, i.e., electronic parts not 

being produced anymore  but necessary for some space missions .  

The heavy reliance on heritage in spaceflight , combined with the ever-increasing pace of product lifecycles 

in terrestrial applications , is a problem space-agencies and satellite manufacturer already have to deal with. 

As heritage can only be fully applied on part -level, since as few as possible changes should happen to the 

design or the manufacturing processes 8 [36] of the electronic part , most of the current solutions imply the 

purchase of 4- or 5-digit numbers of electronic parts and stock keeping. This stock ke eping tends to block 

innovation. Once componentr nq rtarxrsdlr `qd ®ro`bd-pt`khehdc¯+ hs adbnldr udqx g`qc sn noshnm enq

design upgrades or changes in later missions. Thus, processors or other electronic hardware flying on 

current space missions could be already obsolete for a decade or more in terrestrial applications [19]. State-

of-the-art COTS electronics are not only faster and more power-efficient than their pr edecessors, they also 

often combine functionality, leading t o a reduced number of parts, allow novel failure-correction and hard - 

and software redundancies. At lower cost and reduced footprint, it might be more feasible to have one 

state-of-the-art integrated COTS chip with four processors in hot redundancy, than one space -qualified, 

15-year old single processor chip. This could also be seen as a way to reduce the increasing number of 

electronic parts used in space missions and therefore reducing complexity and chance of fail ure. Figure 

2-1 shows the electronic parts used for space missions over time  and the trend towards increasing 

bnlokdwhsx `mc etmbshnm`khsx ne snc`x­rmissions [37].  

                                                      
7 For example OneWeb plans to produce about 250 spares for its mega-constellation of 648 satellites [34]. 
8 To have electronic parts produced in the same lot is especially important for radiation tests.  
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Figure 2-1: Electronic Part s Count in Space Missions over Time . Adapted from : [37] .  

To summarize, reliability of spacecraft has many unique characteristics to consider. Tr aditional satellites 

are being built with increasing complexity, relying heavily on heritage parts kept in store over one or more 

decades. Reliability is traditionally preferred over schedule and cost and most spacecraft developers desire 

the highest amount of reliability possible  for their system. However, as in terrestrial applications, termination 

of a program due to cost overrun or delay in the mission can also be seen as reduced system reliability. On 

each day in which the system is not ready to use wh en it should be, the reliability of the system is zero. 

Thus, traditional efforts to achieve high reliability are sometimes counterproductive [38]. CubeSats could 

be a way to change this, enabling fast missions and space-qualifying novel electronic hardware in short 

intervals. They could show us ways to design, produce and test spacecraft that fulfill their reliability goals 

within their limited lifetime, and not more 9. Before we elaborate on that further, we first have to define later-

used terms of reliability.  

2.1.1 Definition of Terms used in Reliability Engineering  

Reliability, and how to predict and assess it , involves a set of terms to be defined in this subsection. To 

facilitate reading, new terms are printed in bold  in this section . Reliability  itself can be defined by ®the 

probability that it [an item] will perform its required function under given conditions for a stated time 

interval¯10. Redundant parts may fail during the item­s lifetime, and may be repaired, but the overall system 

remains functional over the mission duration. Therefore , it is important to distinguish between repairable 

and non-repairable systems (spacecraft are considered as non-repairable in this thesis), and define the 

operating conditions, the function and the intended lifetime of the system when stating reliability in a 

numerical sense (e.g., R = 0.995) [39]. Defining reliability as a probability also implies that failures are 

inevitable, and typically assessed by the so -called mean time to failure (MTTF) [40]. Powell [41] argued that 

reliability should be considered by en gineers as a physical property of the designed system, in accordance 

with certain physical laws. It can only be designed into a device, similar to volume, mass and other physical 

properties. The International Electrotechnical Commission (IEC) defines reliaahkhsx `r ®the probability that 

the product (system) will perform its intended function for a specified time period when operating under 

normal (or stated) environmental conditions¯11. 

                                                      
9 Of course, while being also compliant to the International Space Debris Mitigation Guidelines. 
10 A. Birolini, Reliability Engineering: Theory and Practice, 7th ed. Berlin, Heidelberg, s.l.: Springer Berlin Heidelberg, 
2014, pp. 2. 
11 D.N.P. Murthy, M. Rausand, and S. Virtanen, ñInvestment in new product reliability,ò Reliability Engineering & System 
Safety, vol. 94, no. 10, pp. 1593ï1600, 2009, pp.1593. 



 

Reliability Assessment and Reliability Prediction of CubeSats 
through System Level Testing and Reliability Growth Modelling 

 

Technical University of Munich 
Institute of Astronautics 

 

 

Page 10 

As we have seen in the previous section, it is relatively easy to get statistically significant data on reliability 

of terrestrial products  due to the usually large production batches. For spacecraft, this happens to be a 

more difficult challenge [28]. In terms of space missions, Hecht [13] defined reliability in spacecraft as 

mission qdkh`ahkhsx+ ld`mhmf sgd ®probability that at least the essential mission elements will survive¯12. This 

considers the fact that many spacecraft rely on redundancy on part and subsystem level. Maurer [36] noted 

that a stated reliability implies three assumptions: the acceptance of the probabilistic concept  of reliability 

(also admitting the possibility of fai lure); the concept that system parameters deteriorate slowly with time;  

and that judgment is necessary to determine the proper state of environmental conditions. Hecht  & Hecht 

[21] further differentiated between the concept of a`rhb qdkh`ahkhsx hm ro`bd lhrrhnmr+ ld`mhmf ®vhsgnts

failure of any kinc¯+ `mc sgd adenqd cdrbqhadc lhrrhnm qdkh`ahkhsx+ ld`mhmf ®e`hktqd mns hlo`hqhmf sgd lhrrhnm¯-

Reliability in space programs is often linked to risk . Sarsfield [28] noted that ®qdkh`ahkhsx¯ will be used by 

engineers to descqhad bnlonmdmsr nq rxrsdlr `mc ®qhrj¯will be used by managers to describe programs. 

Thus, risk is a higher-order term than reliability. He further described  that spacecraft reliability is determined 

by many factors, has often an inverse proportional relation  to complexity, but also that reliability is highly 

dependent upon how a spacecraft is designed and tested. The successful series of 40 out of 41 Radio 

Amateur Satellite Corporation (AMSAT) small satellites proves that simplicity and robustness of low -cost 

designs sometimes outperforms the fragility of more complex and expensive ones in terms of reliability [28].  

Unreliability , manifesting itself through failures, is a measure of the lack to perform properly when needed. 

When a device does not perform as it should, it is said to have failed [42]. The Aerospace Corporation [23] 

defines failu re as an unexpected response, in which the function is not recoverable. They further 

differentiate between failure and fault , since the latter one is describing recoverable 13 , unexpected 

responses [23]. Sometimes the term anomaly  is used instead of fault, but in order to be consistent in this 

work, either fault or failure will be used, if possible. Again, in contrast  to terrestrial systems, once a failure 

has occurred in a spacecraft, there is usually no possibility to repair or replace hardware. Failures and faults 

are sometimes grouped together and  then called malfunctions, problems  or errors . All of them cnm­s

necessarily define whether the function was recoverable or not  and are used in different ways in the 

literature. We will see all terms when dealing with past reliability data . Due to the involved cost  and their 

limited number, space systems are usually not tested to the point of failure to evaluate a new design, in 

contrast to terrestrial ones. And finally, failures can normally only be analyzed through telemetry sent by the 

spacecraft and test data gained in ground tests [28].  

Historically, failures of spacecraft are economically equal to a complete replacement, including launch (and 

other costs, such as administrative ones) [13]. Considering the high cost  associated with traditional 

lhrrhnmr+ ®e`hktqd hr mns `m noshnm¯ rddlr tmcdqrs`mc`akd-On the other hand, the US-company Planet 

launches CubeSats on a regular basis and uses an evolutionary development approach  for that, much as 

in modern software, in which they can afford to lose satellites and are in fact calculating their business 

models with that. Thus, the company was able to cope with the loss  of 34 satellites in two rocket crashes  

in 2015 and 2016 [43]. Launch failures are an important , but sometimes forgot ten unique characteristic of 

spacecraft  that must  not be neglected when discussing satellite reliability ± we will do that in Section 2.2. 

In general, the reliability of more than one item is monitored  in many cases and then failures of the group 

are analyzed over time, using the so-called failure rate. Figure 2-2 shows a representative chart of still 

operating items out of a group at time t  [39]. 

                                                      
12 H. Hecht, ñReliability During Space Mission Concept Exploration,ò in Space mission analysis and design, W. J. Larson 
and J. R. Wertz, Eds., 2nd ed.: Kluwer Academic Publishers, 1998, pp. 704. 
13 Either by fixing it directly, redundancy or managing around it. 
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Figure 2-2: Number ◄ of non -repairable items still working at time t . Image Sour ce: [39]  

The failure -free time , depicted as t1 in Figure 2-2, is the time interval in which no failure occurred in the 

system(s). Birolini noted that this time is often reasonably long, but it can also be very short  due to, for 

example, failures that happen directly after first power -on. An important assumption is  that in general, the 

item is free of defects and systematic failures at t = 0 [39]. We will come back to this later while researching 

the gathered on-orbit reliability data of satellites.  

As we have seen, reliability is a probabilistic concept . Thus, the question of whether an item will operate 

without failures for a stated period of time can only be answered with probabilities. Again, following the 

definition of Birolini [39], the true value of reliability can be approximated  by: 

Ὑ  
’Ӷὸ

ὲ
 (2) 

where n is a number of independent items, which are put into operation at time  t = 0, and ’Ӷ ư m is a number 

of items accomplishing the desired mission. ’Ӷ/n converges with increasing n to the true value of the 

reliability. Birolini also defined the failure rate (˂t), if R(t) is derivable: 

‗ὸ  
 Ὠ ὙὸȾὨὸ

Ὑὸ
 (3) 

Hence, if all items at t = 0 are operational (i.e., R(0) = 1) [39]: 

Ὑὸ  ÅØÐ ‗ὼὨὼ (4) 

With those definitions, we can also define the probability of failure F(t) as: 

Ὂὸ ρ Ὑὸ  (5) 
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and the probability density function (i.e. , the relative likelihood that the value of the random variable would 

equal that sample) f(t) as: 

Ὢὸ
ὨὊὸ 

Ὠὸ
 (6) 

The relationship between these measures of reliability is as depicted in Table 2-1, adapted from a datasheet 

from the European Power Supply Manufacturers Association [44]: 

Table 2-1: Measures of reliability . Adapted from : [44]  

 

For many applications it  is interesting to look at the time -dependent behavior of the failure rate (˂t). In the 

simplest models, a constant failure rate (˂t) =  ˂ is assumed. In Section 2.2 we will see that this is also 

assumed in most traditional predictive reliability models, such as MIL-HDBK-217F. If (˂t) = ,˂ the reliability 

R(t) is [39]: 

Ὑὸ  ÅØÐ‗ὸ  (7) 

However, field data showed that lnrs rxrsdlr cnm­s dwodqhdmbd ` bnmrs`ms e`hktqd q`sd- Vdhatkk(and also 

others before him) noted that many applications experience increasing or decreasing failure rates  over time, 

which can be modelled by the so -called two -parameter Weibull distribution [45]. The failure rate of the two-

parameter Weibull distribution is  [46]: 

‗ὸ  
ɼ

ʃ

Ô

ʃ
 (8) 

Hence, R(t) is: 

Ὑὸ
Ὢὸ

‗ὸ

‗ὸ ÅØÐ 
ὸ
—

‗ὸ
ÅØÐ 

ὸ

—
 

(9) 

The so-called slope or shape parameter  ̡determines which member of the Weibull family of distributions 

is most appropriate [47]. While varying ,̡ it is possible to model  a variety of different distributions, including 

the exponential distribution for ɓ = 1. For 0 < ɓ < 1, the failure rate decreases over time, thus early failures, 
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also called infant mortality , can be captured by this type o f Weibull function . ɓ > 1 means an increasing 

failure rate, often called wear-out. This flexibility makes the Weibull distribution the most widely used 

distribution in reliability applications [48]. For wear-out, it can be further distinguished between [22]: 

1 < ɓ < 2 Increasing concave failure rate 

ɓ = 2 Increasing linear failure rate, equivalent to the Raleigh distribution  

ɓ > 2 Increasing convex failure rate 

ɓ > 3.5 Function approaches the normal distribution  

The second parameter of the function is the so -called scale parameter ɗ, which is sometimes also called 

the characteristic life. Changing ɗ while ɓ is held constant will alter the function in the direction of the 

ordinate. Enlarging ɗ means stretching the failure distribution over a longer time, while r educing ɗ will 

compress it in time, thus affecting the probability of failure over time [45]. Statistically, at the time t = ɗ,  

63% of the units will have failed. This is due to:  

Ὑὸ ÅØÐ  ÅØÐρ   ͯ πȢσχ ÆÏÒ ÁÌÌ ‍) (10) 

The effects of different shape and scale parameters are depicted in Figure 2-3, which is adapted from  [49]: 

 
Figure 2-3: Left figure depicts effects of different shape parameters  on the failure rate, middle figure  shows  the 
probability density function  (pdf) for varying shape parameters  (while the scale parameter  is held to a constant 
value of ɖ = 300 days in both cases ). Right figure shows effects of different scale parameter  (in [49]  named  ɖ 
instead of  ɗ) on the pdf, while the shape factor is held constant. Adapted from [49] . 

The failure rate of large populations of statistically identical items can also be described by a mixture of 

three different Weibull distributions, widely know n as the bathtub curve (see Figure 2-4). The first phase (1.) 

is dominated by the occurrence of non -deterministic early failures, caused by weakness in materials, 

components , or the manufacturing process. Determini stic failures, such as design errors, are usually not 

considered in this phase, since they are already manifesting themselves at t = 0 [39]. This will have 

implications on the time -dependent failure behavior of spacecraft , which we will discuss  later. In practice, 

the early failure period can be between a few hours and 1,000 hours, and is usually e liminated by a burn-in 

period. The second phase (2.) describes the constant failure rate of the so -b`kkdc ®trdetk khed¯ ne hsdlr-

Failures in this period are Poisson-distributed. In the third phase (3. ), the failure rate increases since more 

degradation phenomena occur over time. This is called wear-out and can happen sometimes more than 10 

years from beginning -of-life for electronic hardware [39].  
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Figure 2-4: The bathtub curve with infant mortality (1.) , constant failure rate (2.) and wear -out (3.) The failure rate 
of the dashed line is higher due to the product being exposed to a more extreme operating environment. Image 
Source: [39]  

Besides the Weibull distribution, there are also other distributions that are commonly used in reliability 

engineering to describe time dependent failure behavior. Table 2-2, adapted from [36], gives an overview. 

The mathematical description of the most common distributions is also depicted in Table 6-1, Appendix B . 

Table 2-2: Stati stical distributions used in reliability engineering. Adapted from [36]  

Statistical 
Distribution 

Fields of Application  Examples 

Normal Various physical, mechanical, electrical, 
chemical properties  

Capacity variation of electrical capacitors ; 
tensile strength of aluminum alloy sheet; 
monthly temperature variation; penetration 
depth of steel specimens; rivet -head 
diameters; electrical power consum ption in a 
given area; electrical resistance; gas molecule 
velocities; wear; noise generator output 
voltage; wind velocity; hardness; chamber 
pressure from firing ammunition  

Log-normal Life phenomena; asymmetric situations 
where occurrences are concentrat ed at 
the tail end of the range, where 
differences in observations are of a 
large order of magnitude  

Automotive mileage accumulation by different 
customers; amount of electricity used by 
different customers; downtime of a large 
number of electrical systems ; light intensities 
of bulbs; concentration of chemical process 
residues. 

Weibull 
(two-
parameter) 

Same as log-normal cases. Also, 
situations where the percent 
occurrences (say, failure rates) may 
decrease, increase, or remain constant 
with increase in the characteristic 
measured, for parts at debug, wear -out, 
`mc bg`mbd e`hktqd rs`fdr ne oqnctbs­r
life. 

Life of electronic tubes, antifriction bearings, 
transmission gears, and many other 
mechanical and electrical components;  
corrosion life; wear-out life 
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The last definition to be introduced is the mean time between failure (MTBF)  (better: mean operating time 

between failures). It is widely used to classify reliability of systems and unfortunately misused in many 

cases. The definition of MTBF for repairable systems with a constant failure rate is:  

ὸ
ρ

‗
  (11) 

This assumes that the item is as-good-as-new after each repair and  ˂is constant (exponential distribution) 

[39]. As we have seen, this assumption holds not true for many practical applications, in which infant 

mortality and wear -out cause a varying failure rate over the items lifetime. Also, it is important to consider  

that while many products are very reliable (MTBF of several million hours), their service life can be very short 

Exponential The life of systems, assemblies, etc. 
For components, situations where 
failures occur by chance alone and do 
not depend on time in service, 
frequently applied when the design is 
completely debugged for production 
errors 

Vacuum-tube failure life; expected cost to 
detect bad equipment during reliability 
testing; expected life of indicator tubes used 
in radar sets; life to failure of light bulbs, 
dishwashers, water heaters, clothes 
washers, aircraft pumps, electric 
generators, automobile transmiss ions 

Binomial Number of defectives in Ɵ sample size 
drawn from a large lot having p 
fraction defectives; probability of x 
occurrences in a group of y 
occurrences, that is, situations 
hmunkuhmf ®fn-no-fn+¯ ®NJ-cdedbshud+¯
®fnnc-a`c¯ types of observations. 
Proportion of lot does not change 
appreciably as a result of sample 
drawn 

Inspection for defectives in a shipment of 
steel parts; inspection of defective tires in a 
production lot; determination of defective 
weld joints; probability of obtaining 
electrical power of a certain wattage from a 
source; probability that a production 
machine will perform its function  

Hypergeometric  Inspection of mechanical, electrical, 
etc., parts from a small lot having 
known percent defectives. Same as in 
binomial cases, except  the proportion 
of lot may change as a result of 
sample drawn 

Probability of obtaining 10 satisfactory 
resistors from a lot of 100 resistors having 
2% defectives; similar cases involving light 
bulbs, piston rings, transistors  

Poisson Situations where the number of times 
an event occurs can be observed but 
not the number of times the event 
does not occur. Applies to events 
randomly distributed in time.  

Number of machine breakdowns in a plant; 
automobiles arriving simultaneously at an 
intersection; number of  times dust particles 
found in atmosphere in some number of 
spot checks; industrial plant personnel 
injury accidents; dimensional errors in 
engineering drawings; automotive accidents 
in a given location per unit time; automotive 
traffic; hospital emergenci es; telephone, 
circuit traffic; a defect along a long tape, 
wire, chain, bar, etc.; tire punctures; stones 
hitting windshield; number of defective 
rivets in an airplane wing; radioactive decay; 
number of engine detonations;  number of 
flaws per yard in sheet metal; 
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(for example minutes, in the case of missiles). 25 year old humans have an MTBF of about 800 years [44]. 

Thus, it is important to not forget that a high MTBF does not necessarily correlate with the length of the 

service life and that due to variations of  ˂ over time, the MTBF value shall only be used for describing 

needed repairs in the region of constant failure rate (for example in airplanes).  

As Sarsfield [28] noted+ ro`bdbq`es trt`kkx cnm­s enkknv ` bnmrs`ms e`hktqd q`sd nudq shld- Hmhis studies he 

described  that the Weibull distribution seems to fit best for on -orbit spacecraft failures, and that on-orbit  

failure rates diminish over time. He also described the problem of too pes simistic reliability estimates: 

relying solely on the constant failure rate approach will cause  additional design efforts, biased performance 

trades and subsequently unwanted cost and schedule growth  in most project s [28]. Thus, it is important to 

study past missions and learn about root causes, risks , and the accuracy of past reliability estimations. We 

will do that in the following subsections, starting with an overview on risks and causes of failures for space 

missions.  

2.1.2 Classification of Space Missi ons  Failures and their Root Cause s 

Space is a unique and extreme environment, posing a broad range of di fferent risks for any mission. Effects 

from the space environment are the most obvious reason for  spacecraft failure. Nevertheless, root causes 

of failure can range from different aspects  of spacecraft production , such as manufacturing and design 

flaws, regular wear-out, or interference by human technological activities  to yet unknown causes . Failures 

can either be randomly d istributed over the mission, clustered at the beginning or at  the end of the mission .  

The space environment poses a variety of challenges for satellite hardware. The NASA Reference 

publication [50] on the topic of space system failure attributed to the space environment list ed nine 

environments that have to be taken into consideration for spaceflight: the neutral thermosphere, the thermal 

environment, plasma, meteoroids and orbital debris, the solar environment, ionizing radiation, the 

geomagnetic field, the gravitational field, and the mesosphere. Electromagnetic  radiation, charged particles , 

atomic oxygen , and the extreme thermal environment are, amongst others, reasons for spacecraft to fail in 

earth orbit. Charged particles can lead to effects such as Total Ionizing Dose (TID), Electrostatic Discharge 

(ESD), Surface Charging, Internal Charging, Displacement Damage and Single Event Effects (SEEs) [51]. 

TID results from surface and internal charging due to the bombardment by charged particle s. It is an 

accumulating effect  and mostly causes gradual degradation of electronic s. ESD is defined as an arc, 

generated by accumulated charge that goes through material, along surfaces or between components and 

causes electromagnetic interference. Sur face Charging results in arcing and is caused by a buildup of 

charge on the outer surface of the spacecraft. Internal charging is similar, with the difference that the charge 

is created in internal components of the spacecraft, also resulting in arcs between circuit boards or other 

electric components [51]. As TID, ESD and both Surface Charging and Internal Charging are accumulated 

effects (they build up over time ) they could also be seen as wear-out effects.  SEEs are caused by impacts 

of high-energy particles (heavy ions, protons, and neutrons). Their impact results in charge that is greater  

than the charge carrying an elementary information  in the component  [52]. This charge can impact 

electronic components in a broad variety of destructive and non -destructive ways. Destructive errors, also 

called hard errors, lead to a non-recoverable state. Amongst others, Single Event Latch-up (SEL), Single 

Event Burnout (SEB), Single Event Gate Rupture (SEGR) and Single Event Hard Error (SHE) are the most 

important concerns. Depending on the device , there is also a variety of Soft Errors possible: Single Event 

Upsets (SEU), Single Event Transients (SET), Multiple Cell Upsets (MCU) and Single Event Functional 

Interrupts (SEFI). A deeper discussion on SEEs and their influence on electronics is provided in [52] and 

[53]. SEEs occur randomly. Thus, an increased SEE rate would raise the failure rate of al l phases in the 

bathtub curve. According to Hecht  [54], all failures originating in the environment of the mission can be 

diagnosed by the load of the environment exceeding original specification , depicted also in Figure 2-5. As 

this topic is very broad, programmatic concerns of the effects of the space environment on spacecraft are 
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summarized in Table 2-3, and the effects of the space environment on different subsystems of spacecraft 

are depicted  in Table 2-4. Both tables are shown at the end of this subsection and follow the NASA 

Reference Publication on this topic [50].  

As we will later see, design errors  are still a major source of spacecraft failure. Sarsfield classified design 

failures as failures that occur  when the strength of parts is not sufficient to withstand the loads during th e 

mission of the spacecraft  [28]. Hecht & Hecht argued that design failures can be diagnosed if repetitive 

analysis shows that strength is inadequate in some circumstances for the mission [54], as shown in  

Figure 2-5. It is important to see design failures as failures associated with oversight or error [28]. According 

to Birolini , such failures should not be considered for infant mortality, since they are already manifesti ng 

themselves at t = 0 [39]. That is arguable for spaceflight  applications , since most spacecraft are not in full 

operational mode straight from orbit insertion and usually the careful checkout of all subsystems and 

software will last for days or weeks. Thus, design failures can remain unnoticed and show themselves only 

later in the mission. That is also true for errors related to software, which we  will cover later in this 

subsection.  

Manufacturing errors  can be counted as failures arising from a lack of quality. Hecht & Hecht noted that 

these quality issues might be diagnosed by the variation of strength of parts exceeding the specification  

[54], as depicted in Figure 2-5. Poor workmanship can lead to such errors in handling and processing. As 

described  before, it is important to consider that , different from terrestrial applicat ions, spacecraft are still 

manufactured in a very custom way and depend heavily on humans instead of automated processing 

equipment [28]. Hence, errors due to poor workmanship could be much more prevalent in spacecraft  than 

in modern customer products  (which are often produced in automated facilities ). Similar to design errors 

manufacturing errors are already in the system at t = 0 and they can also remain unnoted within the 

ro`bdbq`es­r khed tntil the function is activated.  

Part Failures  are the classical failures used by current reliability prediction  methods. Sarsfield described 

that they are linked to the absence of unexpected environmental loads or a clear design error [28]. 

According to Hecht  & Hecht, they have a non-repetitive cause and are only diagnosed if there is no other 

cause likely [54]. It is important to differentiate between part failures in the constant region due to non -

repetitive causes, and part failure s due to wear -out . Non-repetitive part failures occur randomly and with 

a constant failure rate. Thus, they are one reason for the flat middle region within the bathtub curve. Wear -

out has a repetitive cause, no matter if  it is due to degradation of strength, accumulating effects of space 

radiation, or wear and tear in case of rotational devices such as reaction wheels. Wear-out is not randomly 

distributed, it is described by the third zone of the bathtub curve and occurs with  an increasing failure rate. 

On the other hand, Reeves [42] identified six reasons that can lead to fa ilures on the part level. Besides 

being worn out, initially defect or damaged by poor workmanship, he further described improper 

application, drifting out of initial settings due to gradual degradation , and part failure as consequence of 

other parts failing as those reasons. Since this mixes up different root causes, we will define part failures in 

this work as the ones with a non-repetitive cause, thus being randomly distributed over time . All other 

failures will be named after their root cause (workmanshi p, design, manufacturing) or their physical root 

cause (wear-out = degradation of physical parameters due to the environment or usage). Figure 2-5, 

adapted from Hecht  & Hecht [54], shows the major failure mechanisms for spacecraft.  

Apart from these failure mechanisms, other root causes exist for failure: Operational errors , which are 

incorrect commands leading to abnormal behavior or failing t o take action when needed, are examples of 

human interference leading to spacecraft failure. Other examples for that would be jamming, bo th 

unintentional or intentional , and cyberattacks on a satellite sxrsdl­r ro`bd nq fqntmc rdfldms [51]. 
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Figure 2-5: Failure  Mechanisms in Spacecraft. Adapted from [54] 

It is important t o note that the failure rate of electronic systems is traditionally determined by adding up the 

failure rates of the parts of the system (bearing in mind the redundancies, in some cases). But as Goel & 

Graves noted [40], increased system complexity and improved component quality have shifted the root 

causes of failure away from component  to system-level factors, including manufacturing and design. 

According to Sarsfield  [28], design and environment causes are the most significant sources of f ailure in 

space systems. A 1994 study of planetary spacecraft included in R`qrehdkc­s report noted  that 60%  of the 

failures that occurred duri ng test and integration could be traced  back to design problems.  

An increasing cause of error on spacecraft are software failures . Cheng reported that over half of all failures 

in spaceflight 14 between 1998 and 2000 involved software. For s oftware, small errors can be fatal, as 

redundancy is ineffective and even more human factors are involved as in hardware [55]. Losses of high-

asset missions such as Mars Climate Orbiter [56], Ariane 5 flight 501 [57] and Mars Polar Lander [58] can 

be directly traced back to software flaws. As Lowry showed, a culture within the Ariane program existed of 

only addressing random hardware failures 15 and duplicate backup systems were put in place as failure 

handling mechanisms. However, in case of software failures, which are essentially design errors, failure of 

the primary system highly correlates with failure of the backup system [59]. For Ariane 501, the design of 

the main computer of the inertial guidance system was built in a way that it shuts itself down in case of 

exception in an unnecessary function. As the alignment function created such an exception after lift off, the 

primary and backup system shut down just the way they were designed to, leading to loss of the rocket 

[60]. Again, this design would have been sufficient in the case of purely random hardware failures. But 

software tends to cause system failures , also called component interaction a ccident s, thus failures that 

result from dysfunctional interactions among components and not from failure of a specific part or 

component [60], [61].  

Software complexity, measured in source line of codes (SLOC), has increased steadily over the last 

decades, similar to the increase of electronic parts  shown in Figure 2-1. In its first flight in 1969 the Boeing 

747 airplane worked with  approximately 400 KSLOC16. The Boeing 787 airplane, quite similar in size, 

                                                      
14 Including launch vehicles. 
15 We will come back to the (mis)use of random hardware failures for reliability prediction in Section 2.2. 
16 1 KSLOC = One Thousand SLOC. 
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experienced a growth to approximately 13 MSLOC 17 in 2009 [62]. Space systems software, similar to that, 

experienced an exponential growth with a factor of 10 every 10 years [63]. Tosney and Pavlica [37] also 

noted this exponential rate of software growth in spacecraft over the last decades (see Figure 2-6).  

 

Figure 2-6: Exponential SLOC growth in spaceflight projects. Adapted from : [37]  

Interestingly, new-designed systems experience a larger growth of software than traditional systems or 

follow-on missions [64]. This is important, since growth of on -orbit and also pre -launch anomalies can be 

directly correlated to growth of SLOC [63], [64]. Due to their limited resources, CubeSats and small satellites 

traditionally shift functionality from hardware to software and many of them can be categorized into the 

®mdvly-designed rxrsdl¯ fqnto-Deep Space missions, with extensive management overhead, reach 

around 40% probability of a critical software error at 100 KSLOC. That means there is a low chance of a 

deep space mission being free of critical software errors beyond 200  KSLOC [59]. It is questionable whether 

low-cost missions reach the same quality of software development as deep space missions. Interestingly, 

terrestrial applications  such as cars work reliably while reaching around 100 MSLOC in 2010 [63]. The 

difference between the two is that the first deployment of the product  in terrestrial applications  is almost 

never free of critical errors [59], but also not expected to be so . After the first deployment  of the terrestrial 

product , extensive beta testing  is used to debug on the system level , sometimes even involving selected 

groups of consumers to  further enhance test heterogeneity . 

We initially defined software failures broadly as desig n failures. Depending on their characteristics, a further 

distinction is possible  [65]: so-called Bohrbugs, deterministic bugs, which are easy to isolate, manifest 

themselves consistently under well -defined conditions, are the first group of software fai lures. So-called 

Mandelbugs, the second group of software fai lures, are non-deterministic and thus difficult to isolate and 

reproduce. A further distinction can be made between non -aging related Mandelbugs and those related to 

software aging [65]. While aging and wear-out is normally not associated with software, error accumulation 

in internal states can lead to this type o f failure [66]. Of course, this could also be seen as a software design 

error since such accumulations would have to be prevented by design.  Grottke, Nikora & Trivedi [67] studied 

18 JPL/NASA space missions and classified the identified software faults into the  following four categories. 

Of the 520 software faults found 18, 319 were Bohrbugs, 167 non-aging related Mandelbug s, 23 aging-

related Mandelbugs and 11 could not be determined [67]. This means that roughly 2/3 of the faults in the 

software of these high-asset missions were due to deterministic bugs, which would have been relati vely 

easy to detect. In a later paper, Alonso, Grottke, Nikora & Trivedi [65] found that aging-related Bohrbugs 

experience a decreasing failure rate, while non-aging related Mandelbugs are best modelled by a constant 

                                                      
17 1 MSLOC = One Million SLOC. 
18 Overall 1300 anomalies were found, 25% were identified as software anomalies. 



 

Reliability Assessment and Reliability Prediction of CubeSats 
through System Level Testing and Reliability Growth Modelling 

 

Technical University of Munich 
Institute of Astronautics 

 

 

Page 20 

failure rate. The same researchers also concluded that the majority of Bohrbugs (over 75%) is solv ed by 

applying a fix within the mission. Fixes are also the most frequent type of mitigation action taken for the 

nsgdq svn sxodr ne atfr+ `ksgntfg ®trd `r hr¯ hr `krn pthse common 19 [68]. For small satellites and CubeSats, 

these fixes are often harder to accomplish  since functionality on the satellite but also manpower on the  

ground is limited . Also, the communication to the satellite is in most cases more restricted than in traditional 

high-asset missions. For traditional missions, communication to the satellite can be maintained 24/7 and 

thus many parameters of the satellite can be traced back . On-orbit data can be applied on -ground support 

equipment or engineering models, and root causes of software bugs  can be determined. In most of the 

cases that is not possible for small satellite missions. Therefore, although it can be assumed that software 

bugs, Bohrbugs in majority, will also happen more frequent ly in the future on small missions, traditional 

ways of coping with that are only of limited applicability. Taking one final look at the software growth in 

space applications, Judas & Prokop reported a mathematical function in 2011 [62] to predict the SLOC of 

future unmanned missions. For their fit, they studied the SLOC of spacecraft  launched between 1962 and 

2008 and values ranged from 30 SLOC for one Mariner mission to 1 MSLOC for the Jules Verne ATV 

spacecraft. The correlation w as relatively weak (R = 0.667) but showed an exponential growth over time  

similar to the other studies . 

So, what are the most important considerations while dealing with growing software in spaceflight? Flight 

software per mission as well as number of problems associated  to flight software per mission  have grown 

steadily over the past four decades. Complexity in flight softw are enabled new functionality  and progress 

in space missions but also increased the overall risk. New functionality is more often added in software or 

firmware than in hardware [63]. This also happens in small satellites, in which limited resources and the 

small envelope often result in a preference of software over hardware solutions. Although many small 

satellites utilize COTS from terrestrial applications, there are differences between commercial software used 

in most terrestrial application s and space software. We have to interact with the satellite using  a radio link 

that is quite different from most terrestrial  interfaces. The radio link is often limited ± thus the information 

coming back from the system is limited too. Flight software has to coordinate multiple devices, so metimes 

with timing constraints, monitor and cont rol them in a coordinated way , while dealing also with the harsh 

environment of outer space . Traditionally, flight software runs on limited resources due to the usage of slow, 

rad-hard processors  [63]. Small satellite software also must operate on limited resources , although for a 

different reason. As Leveson noted [60], software and digital systems require ch anges of engineering 

practice, as they do not fail in random behavior as expected by many traditional approaches. Failure mode 

and effects analysis (FMEA), fault tree analysis (FTA), overdesign, safety margins and redundancy are not 

very effective against software failures, as software failures originate from design flaws. Although 

®chudqrhsx¯+ h-d-, having multiple versions of software written by different programmer s, is used to cope with 

software errors through redundancy, it has been shown that this app roach is not valid in praxis, as the 

different versions will not fail in a statistically independent way 20 [61]. As we have seen, software problems 

often originate from component interactions and  not from component failure itself. In most cases Leveson 

analyzed, the software and hardware components acted according to their specification. It was the 

combined behavior that led to system failure. Flexibility of software and the increasing numb er of interfaces 

create systems, in which the interactions among the components cannot b e fully planned, understood, 

anticipated or gua rded against. Adding redundancy increases complexity, and thus intensifies the 

problem 21. Leveson further noted that there have been examples of systems failing due to introduced 

                                                      
19 We will have a more detailed look into these statistics later in this subsection. 
20 Which is not surprising, as human designers do not make random mistakes, or as Leveson puts it, human developers 
are not just ñmonkeys typing on typewritersò. Often the same common design error is likely to happen with different 
people or groups of developers [61]. 
21 Agreeing with the statement by Fleeter (Equation 1) in Section 1.3. 






































































































































































































































































































































































































































































